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Exercise 1. Let A(m,n) denote the number of configurations of putting m balls numbered from 1 to m
into n bins such that no bin is empty. So, the probability that there is no empty bin after throwing m
balls into n bins is A(m,n)/n™.

1. Show that A(m,n+ 1) =>"" | (") A(m —r,n).
2. Show by induction that A(m,n) = 3", _(=1)*(})(n — k)™.

3. Let Ej(m, n) be the number of arrangements leaving exactly &k bins empty. Show that Ej(m,n) =
(})A(m,n — k), and find a closed form formula for this quantity.

solution :

1. We show this formula by partitioning the space according to the number r of balls into the last
bin. If » = 0 a bin is empty so no such configuration counts in A(m,n +1). For a given r, there are
(") ways to choose the r balls that will end up in the last bin, and A(m — r, n) ways for the other
balls to leave no empty bin among the first n bin.

2. Let us prove the formula by induction on (n, m). For all m we have A(m, 1) = 1 and for all n we
have A(0,n) = 0. We suppose the result correct for all (a,b) < (m,n + 1) and show it is true for
A(m,n + 1). Using (1) we have

Alm,n+1) = Z (T)A(m — )

and by induction hypothesis

A(m,n+1 zmj()n k(:)m—k)m—r.

We permute the sum,

A(m,n+1) = Zi:(_l)k (Z) [i (T) (n— k)m—r] .

r=1
The term in brackets is almost (n + 1 — k)™, so we make it appear :

n

Am,n+1) =3 (~1)* <Z) (n+1—k)™—(n—Fk)™ .

k=0

We now split the sum in two to regroup the same term under the power of m :

A(m,n+ 1) zn: (>n+1—k)m—§(—1)y1((yf1)>(n—(y—1))w

We obtain : .

A(m,n+1) = (—1)0<g‘) (n—&—l—O)m-l—;(n—H—k)m {(—M (Z) —(~1)k! (k " 1)] —(-1" (Z) o)™,
that is

A(m,n+1) = (—1)0<”8L 1) (n+1—0)m+§(—1)k(n+1—k)m [(Z) + (k ﬁ 1)]+(—1)n+1 (Zj: D )™

The term in bracket is nothing but (") so we get the result.
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3. We have (}) ways to choose the empty bins, and then exactly A(m,n — k) to fill the others without
leaving any empty bin, hence the result. Using (2) this quantity is equal to

Ei(man) = () guv ("o

Exercise 2. Let D be a probability distribution on the numbers {1, ..., m}, and assume that the probabil-
ity of i is p;. Let p(z) = Y i~ p;z* be the generating function of the distribution.

1. Let X be a random variable with distribution D. Show that E[X] = p/(1), where p/(z) is the
derivative of p(x).

2. Similarly, find a formula for Var[X] as a linear combination of the first and the second derivatives
of p(x).

3. Let X be geometrically distributed with mean p, i.e., Pr[X = t] = p(1 —p)*~'. Find the generating
function of this distribution, its mean, and its variance.

solution (not complete):

1. we have
p(z) = ZiPiIFl
i=1
EIX] =) ipi=p'(1)
i=1
2. we have

Var[X] = E[X*] - E[X]* =) ip; — p/(1)* = [ap/(2)]'(1) — p'(1)°

Var[X] = [p'(x) +ap"(2)](1) -/ (1)* = /(1) +p"(1) = p'(1)* .

Exercise 3 (Power of two choices). We want to prove here that in the balls and bins problem, if we pick
two bins at random and place the ball in the bin with fewer balls, then the maximum load will be of the
order of O(In(In(n)), when throwing n balls into n bins.

We write N;(n) for the number of bins with at least ¢ balls after throwing n balls. The idea of the
proof is to introduce some number 3; such that NV;(n) < 3; holds with high probability.

1. Show thatif 3, = §, then Pr(Na(n) < B2) is 1.
2. For a given number a, we want to compute
Pr(Nit1(n) > a | Ni(n) < Bi) .

For this, assuming that at any point of time there is no more than 3; bins with more than or exactly
i balls, what is an upper bound on the probability that a given ball ends up in such a bin ? Using
a Bernoulli law and a Chernoff type bound, show that with

Bivi/n = (1+0)(Bi/n)?,

52p2

Pr(Nit1(n) > Bit1 | Ni(n) < B;) <e”72n
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3. If we choose § = /2 this probability is smaller than ; as long as 3; > \/2nlog(n). Let i* be the
first ¢ such that this is not the case. What is this i* ? we set 3, = y/2nlog(n). With

Biesa/n = (1+V2) (B /n)? = (1 + V2)2logn/n
we still have

*

Pr(Niy1(n) > Big1 | Ni<(n) < fix) < — .

n
Finally, what § should we choose to have ;<12 < 1 and

1
Pr(Njy2(n) > 1| Niyy1(n) < Bingr) < ol

4. To conclude, using that P(—~A) < P(—A|B) + P(—B) show that if i* = log(log(n))/log(2) + O(1)
then

*

<.

Pr(Nixy2(n) 2 1) <

S
o



