
Introduction to Coding Theory - Spring 2009 Exercise Sheet 9

Exercise Sheet 9

Exercise 9.1. Show that the dual of any [n, k, d] Generalized Reed-Solomon code with a k×n
generator matrix

GC =


1 1 . . . 1
α1 α2 . . . αn
α2

1 α2
2 . . . α2

n
...

...
. . .

...
αk1 αk2 . . . αkn



v1 0

v2

0
. . .

vn

 .

is a Generalized Reed-Solomon code with the same set of code locators (i.e., α1, . . . , αn).

Exercise 9.2. Let C be a (generalized) [n, k, d] Reed-Solomon code over Fq with parity check
matrix

HC =


1 1 . . . 1
α1 α2 . . . αn
α2

1 α2
2 . . . α2

n
...

...
. . .

...
αd−2

1 αd−2
2 . . . αd−2

n

 ,

where the αi are distinct and nonzero.

1. Suppose that a codeword c = (c1, . . . , cn) is sent and y = (y1, . . . , yn) := c + e is
received, where e = (e1, . . . , en) is the error vector of weight at most τ :=

⌊
d−1
2

⌋
. Define

the syndrome vector S = (S0, S1, . . . , Sd−2) := yH>, and show that the knowledge of S
(without knowing y) is sufficient to determine e.

2. For the rest of the exercise, we develop a syndrome decoding algorithm to determine the
error vector e from S. First, show that S = eH>.

3. Suppose that the set of error positions (where y differs from c) is J ⊆ {1, . . . , n}. Show
that, for ` = 0, . . . , d− 2,

S` =
∑
j∈J

ejα
`
j .

4. Define S(x) :=
∑d−2

`=0 S`x
`, and show that

S(x) ≡
∑
j∈J

ej
1− αjx

mod xd−1.

5. Define the error locator polynomial by

Λ(x) :=
∏
j∈J

(1− αjx)

and also
Γ(x) :=

∑
j∈J

ej
∏

m∈J\{j}

(1− αmx)

(summations and products over an empty set are treated as 0 and 1, respectively).
Show that gcd(Λ(x),Γ(x)) = 1, and deg(Γ) < deg(Λ) ≤ τ .
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6. Show that Λ(x)S(x) ≡ Γ(x) mod xd−1.

7. Suppose that there are polynomials λ(x) and γ(x) that satisfy

λ(x)S(x) ≡ γ(x) mod xd−1

and degree constaints deg(γ) < τ and deg(λ) ≤ τ . Show that Λ(x) | λ(x).

8. Conclude that any nonzero solution to
Sτ Sτ−1 . . . S0

Sτ+1 Sτ . . . S1
...

...
. . .

...
Sd−2 Sd−3 . . . Sd−τ−2



λ0

λ1
...
λτ

 = 0

can be used to identify the error vector e.
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