Introduction to Coding Theory - Spring 2010 Solutions 6

Solutions 6

Exercise 6.1. First, we factorize 28 — 1, which can be writen as
B —1=E"-Da'+1) =@ - D(+1)(@®+ 1)@ +1).

Observe that 22 + 1 and z* + 1 have no linear factors. However, 2% + 1 is divisible by the
irreducible polynomial 22 — z — 1, which gives

B —1=@—-D@+1)@*+1)(*—z—1)(2*+z-1).

One can also see that 28 — 1 has two degree 1 factors and three degree 2 factors by taking
« as a primitive element of F; and observing that the minimal polynomials of the elements
in each of the following tuples are the same: (a?), (a!,a3), (a?,a®), (a?), (a®,a). Thus the
number of possible generator polynomials for a length 8 cyclic code (which is the number of

linear cyclic codes) is 25 = 32.

Exercise 6.2.

1. We must have w'® = 1 and w" # 1 for every r < 13. In particular, w must be a root of
z13 — 1 that lives in the smallest splitting field of this polynomial. Let ¢ := 3,n := 13
and consider the smallest integer m such that n divides ¢ — 1. For our choices, we
will have m = 3. The degree of the smallest splitting field of 2 — 1 must be m (i.e., 3),
as we need 2" — 1 divide 29" ~! — 1 but not z¢°~! — 1 for any s < m.

2. First we note that for every a, the minimal polynomial of a and a? are the same over
5. So the minimal polynomial of the elements on each of the following lines are the

same:
Wl =

w, w3, w?, w? =w

w2, W8, W18 = (B 1B = (2

wh W12 36 — 10 30 — 4
W W2 = W8 W2 = 11 (33 = )T

So we only need to list go, g1, g2, 94, g7. Each one of these is the minimial polynomial of
the powers of w indicated below:

go: O

g : 1,3,9
g 2,5,6
gs: 4,10,12
gr: 7,811

In particular the degrees of go, g1, 92, g4, g7 are 1,3, 3, 3, 3, respectively. As the dimen-
sion of the code needs to be 6, the generator polynomial of the code must pick two
minimal polynomials of degree 3 and the one with degree 1. Moreover, as the distance
of the code needs to be 2 * 2 4 1 = 5, we can in particular pick go, g1, g2 so as to have
WY wl, w?, w? as roots of the generator polynomial, and thus, achieve a distance of 5

by the BCH bound. Thus, letting g(x) denote the generator polynomial, we will have
9(x) = go(x)g1(x)g2(x).
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3. Let E(z) := 2% + agz? + a1z + ap. If E(z) is reducible then it must have a factor of
degree 1, i.e., either z, z — 1, or x + 1. We want to eliminate these possibilities. We
can ensure that z is not a factor by letting ap # 0. If x — 1 is a factor of E(x), then
we must have E(1) = 0, i.e, 1 + ap + a; + ap = 0. Similarly, if = 4 1 is a factor of
E(z), we must have ag + a2 = 1 + a;. We can ensure these conditions hold by letting
ap := 1,a1 := —1,a := 0, and obtain E(x) = 2° — x + 1, which is irreducible over Fs.

4. The element « is a primitive element of [F33, and thus it is a primitive 26th root of unity.
As w must be a primitive 13th root of unity, we can take w := o%. Now we take « as a
root of the polynomial E(x) above. The table below shows various powers of «, and
confirms that o has order 26:

|

i [« |

0 1

1 «

2 a?

3 a—1

4 a? —

) —a’+a-1

6 a?+a+1

7 a?—a—1

8 —a’—1

9 a+1

10 a’+a

11 a’?+a—1

12 a? -1

13 -1
1343 —al

Thus, we can write the minimal polynomials as follows:

go=@—-a"=2-1
gi=@—-—a))(z—-a)(z-a®) =23 +22+2 -1
g =(z—aY)(z—a'?)(z—-a) =23+ 22 -1
gp=@—-®z-aMz-a®?) =23 22—z -1
gr=(z—aM)(z—-a%(z—-a??)=23 -z -1

5. Using the previous parts, we can conclude that the code is generated by

g(x) = go(z)g1(2)ga(z) = (z—1) (23 + 2’ +2—1)(2®+2° —1) = 2"+ 25 — 23+ 2® — 2 — 1.

6. Lety = (yo,...,y12) and y(z) := >, yixt so we have y(z) = —z + 2%, and consider the
error-locating polynomial e(x) = a;x™ + agx'?* where i1 and is are the error positions and
a1 and as are error values. Let X := w* and Y := w®, so we want to know X and Y.
We have that y(z) = e(z) for z = w%,i = 0,1,2,3,5,6,9. So

So = y(wo) =a1+ay=0= a1 = —as.

Sii=a1(X —Y)=yw)=a'®—a?=a.



Introduction to Coding Theory - Spring 2010 Solutions 6

Sy i=a1(X?-Y?) =y =w?—w?=-a"—at=a’—a+1=-0d"

Thus X +Y = 95/51 = —a’. We may without loss of generality assume that X —Y = «
(if a1 = —1, this will only changed the order of X and Y'). So,

X=(X+V)+(X-Y))/2=a*4+a=0a'"=d5

Y =(X+Y)=(X-Y))/)2=—-a'—a'"=0a% =0,

so we conclude that the errors are at positions 1 and 5. Now from S} = a1(X -Y) = «,
we obtain that a; = 1, so the error value at the position corresponding to X (i.e., 5) is 1
and the error value at the other position is —1. We can use this to decode the received
word to its nearest neighbor, i.e., (0,0,0,0,0,0,0,0,0,0,0,0,0).



