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Abstract—Magnetic recording systems have a widespread use both. Since the Magnetic Recording Channel (MRC) is peak-
in storing our data and information. As the amount of data amplitude limited, partial response signaling is used to increase
to be stored is constantly growing and the size of consumer oo ing densities via amplitude redundancy. The fact that Class
electronic devices is decreasing, it is necessary to enhance th(?v f Partial R PR4) si Lis cl | tched t
performance of magnetic recording systems and increase their of Partial Response ( ) signa "S closely matc e. 0
recording density. Since the performance and recording density that of readback pulse decreases noise enhancement in the

is limited due to noise and ISI, we have to design better error equalization. Therefore, further increase in recording density
correcting codes, pre-coders, equalizers and detectors to improve js achievable using PR4 signaling [17].

such systems. , In this report, we describe a simulator for implementation of
In order to investigate the performance of the newly designed

technigues and compare them with existing approaches, it is the magngtlc recor@ng channel. The overall goal of designing
necessary to conduct large scale simulations. In this report, SUCh a simulator is to test the performance of new error

we discuss the details of a simulator to implement a magnetic correction codes for magnetic recording systems and compare

recording system. In particular, we address different types of them with existing codes.

signaling methods, specially the EEPR4 signaling. The rest of this report is organized as follows: in section I,
Index Terms—EEPR4 signaling, Inter symbol interference, we briefly review the structure of a magnetic recording system.

Magnetic recording system, Partial response signaling In section Ill we consider the partial response signaling in

more details. Section IV describes readback channel in a

magnetic recording systems. In particular, we explain the

discrete model we have used in the simulator. We will discuss
Magnetic recording systems play an important role in odhe implementation details in section V. Finally, in section VI

everyday life. They make magnetic storage possible which hge conclude the report and suggest some future improvements

enabled us to store our digital data on the hard drives of oi@f the simulator.

personal computers. In fact, magnetic recording systems are

a crucial part of current computers and many other storage II. MAGNETIC RECORDING SYSTEMS

devices.

I. INTRODUCTION

. A magnetic recording system is composed of two main

pgrts: the recorder and the reader. Recorder is responsible
smaller and smaller and the amount of data to be stored,Is : L . .
. o for transforming the electrical input into magnetic output and
growing larger and larger, it is necessary to have smaller . : .
g . store them on the magnetic medium. Stored data is then
magnetic recording systems as well. In order to store larger . : .
. ) ead back by the reader using a magnetic head. During the
amounts of data on smaller devices, we need to increase L o
. _ readback process, the direction of magnetization is translated
recording density of the storage system. However, the mag: ; .
Into electrical pulses so that it can be processed later. In the

netic recording channel is not a memory-less channel whi . . .
. . q lowing two subsections, we introduce these two components
means we have to handle inter symbol interference as we .
: : I IN more details.
as noise. In fact, the recording density is limited due to these
factors, namely ISI and noise.

Therefore, to increase recording density, we need to design Recorder
methods to overcome ISI issues or even take advantage oFigure 1 illustrates the model for recording part of a
them. Partial Response (PR) signaling is a means of limitimgagnetic recording system [21]. According to this model,
ISI by introducing some controlled amount of correlation inlata bits are first encoded according to an error correction
input data to neutralized effects of memory in channel. As@de in the channel encoder block. Then, the encoded bits
result, PR signaling helps us increase recording density. Thare again encoded, this time based on a specifically designed
are actually a number of ways to increase recording densitgodulation codes such that synchronization and bit detection

with coding based on time or amplitude redundancy, @ facilitated during the read back operation. [15]. This goal is
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Fig. 1. The recorder part of a magnetic recording system

achieved by adding extra transitions to the modulated sequenbannel is a partial response channel. Therefore, special pre-

and limit the number of consecutive ones or zeros. Moreovending techniques are need to reduce the effects of ISI.

modulation codes reduce the effect of minimum distance error

events, which is the major parameter in the determining the

performance of the detector. Furthermore, as the recording

density increases, the role of modulation codes become m&reReader

and more significant [2]. _ _
Modulation codes are also called Maximum Transition Run F19ure 2 shows the reader part of the system. A magnetic

(MTR) codes. An MTR code is identified with two parame-head is used to read the stored data on the magnetic disk and

ters: the maximum number consecutive transitiangind the translate magnetization direction into electrical voltage. The
maximum number of consecutive zerésWe show and MTR magnetic head introduces electrical and media noises to the
code with such properties by TR(t, k) ' readback sequence. The noisy sequence is then passed through

a low pass filter (LPF) so that the unnecessary high frequency

The modulated sequence is then pre-coded before bemagrt itted. The filtered data is th lized usi
recorded on the disk in order to overcome the effects intBp ~ arc OMited. the fiered data is the equalized using a

symbolic interference during the read back process. Rougf'l__lIR digital f||ter. FlR. filter is opuonal an depen.ds on t.he .
ays systems is designed. For instance, a possible option is

speaking, the pre-coder is an FIR filter whose transfer function 2 ) o
0 merge the equalizer into the maximum likelihood detector.

is the inverse of that of the channel, i.e. if the channel transft i . )
function is H(D), then the transfer function of the pre-code;ﬁr1e type of FIR filter depends on the signaling method and the

. S : ML detector used, i.e. PR4, Extended Partial Response Class
is 1/H(D). We will discuss the pre-coder more in a later i
section IV (EPR4) or Enhanced Extended Partial Response Class IV

. . (EEPR4), which we discuss in the next section.
There are two standard methods for recording data |n(a )

magnetic recording system: Non Return to Zero (NRZ) and After equalization, a maximum likelihood detector is used
Non Return to Zero Inverse (NRZI). In the NRZ approacﬁo find out the most likely transmitted sequence over the noisy
one magnetization direction indicates zero and the reve@%annel' This seque_nce is then demoEquate}al and decoded to
indicates one, which is analogous to the electrical case whgﬂad the best estimation of the stored mt‘{' IF . 7&_ ug then )
voltage is used to determine a bit: a +1 voltage represeﬁ{% error has occurred. Because magnetic recording channel is
one and a -1 (or zero) voltage indicates zero. In contrast, tﬂeoart'aI response channel, we can apply general precoding

NRZI technique uses transition in magnetization direction (&)ethods W'de'Y usgd in communication systems to overc?ome
similarly in voltage amplitude) to represent "1” while zero jerror propagation in the read-back process. Kobayashi and

indicated by no change in the direction of the magnetizati(;rl‘?ng were the first to note the applications of partial response

(or voltage sign). signaling to overcome ISI and increase recording densities [9].
Error propagation is the main disadvantage of NRZ method.Since then, several experimental works have shown the
When a bit is misread in the NRZ format, the error propagat€dPeriority of PR4 signaling in magnetic recording systems to
through the rest of the sequence. This issue is remediedtf@flitional method of peak detection [19], [14]. The improve-
some extent in NRZI approach since NRZI method acts ment in performance is mainly a result of the bandwidth effi-
a pre-coder for the PR chanhelln other words, the pre- ciency of PR4 signaling, the similarity between the spectrum
coder used in the PR channel to overcome ISI does exactly fHe? typical readback pulse and that of the PR4 signaling and

same job as using NRZI method to store data on the magnéngximum likelihood detection. At higher densities, however,
recording medium [9]. the similarity is becomes less and, therefore, the performance

Pre-coding and designing good error correction codes éqfePR4 signaling decreases [17].

crucial for magnetic recording systems since the readbackin the next section, we discuss the principles of the partial
response signaling in more details. In a later section, we

lplease note that by using the term "PR channel” we refer the Channgpg/estlgate the magnetic recording channels and its relation
where we need PR signaling to overcome the effects of ISI. to partial response channels.
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Fig. 2. The reader part of a magnetic recording system

I1l. PARTIAL RESPONSECHANNEL

Step response Dibit response

In a normal channel, the current output of the channe L L
depends only on the transmitted input plus some noise. |
0
t

other words, adjacent transmitted bits do not affect each othe
In many real world systems, however, things are not tha %
simple as the current output of the channel not only depend

2
on the transmitted input bit, but also on the "reminiscents” . 02
of the previously transmitted bits. In other words, adjacen: : 0
transmitted bits affect each other and create correlations in tt ’ 0

- K 0 K

output [10]. This situation arises because the shape of respon
of the system is not a rectangular pulse as in the ideal case. .

05
is usually a continuous non-rectangular pulse which has nor . “ 0
zero values outside the time slot corresponding to a single b % _

(see figure 3). As a result, we will have interference among
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symbols which makes retrieving the transmitted data mort 10

1
difficult. With some abuse of notations, we call the channels o
with ISI Partial Response Channels (PRC). ¢ ’
0

A PRC is fully described via its transfer function [9] which _ e ;
relates current output to transmitted bits up to this moment 0
as shown in equation (1).
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Y(D) = X(D)H(D) @)

. . Fig. 3. One-sided and dibit response for PR4, EPR4 and EEPR4 channels
In equation (1),D is the delay operatoy” and X are the (n=1n=2 and n=3). The figure is driven by replacing the delay elenient

output and input of the channel, respectively, and given kth e—i»¢.
Y(D) = Yoo, uxDF and X(D) = >°p2,xxDF. Here,

{z1,...,2k,...} isthe input sequencéyi, ..., vk, ...} is the
output sequence (D) is the channel’s transfer function andH(D) — (1 - D)1+ D), HD) = (1 — D)(1 + D)? and
is shown in equation (2). H(D) = (1 - D)(1+ D)3, respectively.
N 4 Note that the overall transfer function of partial response
H(D) =Y h;D’ (2) channel is composed of two partst — D) and (1 + D)™.
1=0

The first component, i.g1 — D), corresponds to the transfer

In the above equationsy;’s are integers depending on thdunction of the writer part. The (non-zero) coefficients/ofin
model used for the channel. Note that while input is a binathe second component, i.@, + D), represent sample values

sequence, the outpu{y,...,yx,...}) is non-binary. The of the step response of the read-back channel at the sampling
number of output levels depends on the channel coefficierigstants. When multiplied byl — D), the step response is
h;. transformed into a pulse (dibit response). This is shown in

An important issue in a PRC is the model used to afjgure 3 forn =1, n =2 andn = 3. Note that for largen,

proximate the behavior of the channel. This model affects tfie+ D)" has a Gaussian shape.

pre-coder, the equalizer and the maximum likelihood decoderChoosing polynomials with higher degrees as the signaling
in the readback process. Generally speaking, there are fouwdel have a number of advantages [16]. First of all, a larger
widely used models: PR4, EPR4, EEPR4 and generalized RRs equivalent to having more samples per clock period.
[13], [8]. Generalized PR channel is described by the equatiblence, the recording density could be increased. Moreover,
H(D) = (1 = D)(1 + D)(1 + 1D + c2D? + ...). PR4, asn grows, the number of output levels will increase. For
EPR4 and EEPR4 channels are described by the equatierample, the number of levels for PR4 channel is three, i.e.



yr € {—1,0,1}. For EPR4 and EEPR4 channels, this numbenethod is used for simplicity, the writing current is given by
is five and seven, respectively. the equation 4.
Greater number of output levels translates into increased
amount of redundancy in the system. The additional redun-
dancy facilitates the decoding process which makes achievin _ ) )
higher coding densities possible. However, as just mention&‘ﬁ,ereHT(t) is the pulse with duratiof™
decoding complexity will grow exponentially with in the 1, fog<t<T,
maximum likelihood detector. Mz (t) = { 0, otherwise
Another advantage comes from the shape of the responsg . od on equations (3) and (4), the readback voltage is
shown in figure 3. As increases, the pulse shape becom%%tained according to equation (5).
smoother and have less oscillations. Therefore, equalization .
becomes less critical for EPR4 and EEPR4 compared tp PRA4. e(t) = h(t) * M _ 2Zykh(t _kT) )
However, these advantages are not for free. The price we dt =
have to pay is the increased complexity in the ML detector and | . .
o ; . in which we have:
circuit design for the hardware. Moreover, since the number .
of output levels becomes larger asgrows, we must have Yp = { Tk = Thet1s !f k=1
Analog to Digital Converters (ADCs) with higher resolutions. o, if k=0
Therefore, there is tradeoff between coding density and qﬂbreover, it is known thatu(t) = ae—"" can be used as a
coding complexity. There exist some methods for determinirb%od approximation foh(t) in the above equation [6].
the best value forn based on channel response, date rate andt the channel step function satisfies the Nyquist ISI crite-
noise properties [5]. Moreover, as shown in [17], having larggn as shown in equation (6), then the sampled value of the

n requires higher input SNRs at the decoder to achieve the,qpack voltage gives us the received bits,d(eT’) = 2y,.
same error rate. Therefore, in our implementation, we have

only considered the three mostly used channels, i.e. PR4, h(nT) _{ 1, ifn=0
EPR4 and EEPR4 channels. 0, fn#0
Equation (1) clearly indicated the correlation between out- In fact, PR signaling introduces nulls at Nyquist frequencies
put bits which results in ISI. In order to obtain the transmitteb achieve the bandpass spectrum [17]. By appropriately
bits, we have to apply the filtet/H (D) to the received equalizing the readback signal we can fulfill the spectral
sequenceY (D). If the received sequence contains error, i.eequirements over a range of recording densities. However,
Y (D) # Y(D), then even if we can implement/H (D) as recording density is increased further beyond this range,
exactly, we will have error propagation because of the cafieise enhancement and low readback SNR (because of the
relations in the sequence. peak power limitation of the channel) results in low input
However, by precoding the transmitted bits we can oveBNR at detector which reduces performance below acceptable
come error propagation problem. For instance, if we préiresholds.
code the data bits using the filt€t(D) = [1/H(D)]mod 2, We now focus on the details of the discrete model for the
i.e. X(D) = [U(D)/H(D)|moa 2, and then transmifX (D) readback channel.
instead ofU (D), the received bits in the ideal case would be

Y(D) = [U(D)]mod 2 [9]- A. Channel Model

i(t) =Y axllp(t — kT) (4)
k

(6)

As mentioned before, the readback channel is a partial
IV. THE READBACK CHANNEL response noisy channel. The amount of noise and ISI depends
In the readback channel, magnetization direction on ti98 various parameters such as magnetic materials, read head
magnetic disk is translated into electrical voltage. The rea@Pd recording density [21].
back voltagee(t), is related to the magnetized direction(¢), ~ 1here are two major source of noise in the readback
according to the relationship shown in equation (3) [6]. In thighannel: electrical noise and media noise. The former, which
equation,h(t) represents the readback channel step functiéh caused by the read head and pre-amplifier [21], could be

and” = indicates convolution operation. modeled as an AWGN noise. The latter, the media noise, is
the dominating type of noise in high recording densities and
e(t) = h(t) = dm(t) 3) is caused by the granularity of the magnetic material [4]. An

dt

important point about the media noise is that it is generated
Magnetization direction is a function of the current used iduring signal transitions. In fact, it is some times called
writing data bits on the magnetic mediund¢). In practice, it transition noise. Therefore, media noise not only depends on
can be assumed that(t) is directly proportional ta(t) [9]. the magnetic material, but also on the stored sequence and the
Therefore, given the input sequengg and assuming NRZ transitions in it.



Media noise itself is divided into three sub-categories [3

position jitter, width jitter and partial erasures. While the {5
model mentioned in [3] is exact, it is too complex. As a resul
some simplified versions of this model are used in practice AWGN
[7], [11], [20]. Response
The model considered in this report is the one given in [1z
Denote thg single side .response of a -blt during transition U Ly Transition N N
s(t). Equation (7) describes the behaviorsgt) [1], [6]. Response U > Vi
s(t) = Atanh(log 3t)/T50) (7)

where A is the amplitude of the pulse ard,, is the duration
between the times pulse reachég2 from —A/2. Then, the
dibit response of one bit during transition, indicated/y),

is given by equation (8).

h(t) = s(t) — s(t = T) (8)

=1
R‘-—
=

Media
Noise

a. Readback channel

WhereT is the sampling period.

In absence of the media noise, the output of the readbe
channel is simply composed of the combination of dib Xpy —
responses, as shown in equation (9).

Ik
y(t) = ah(t — kT.) + N(1) ©) é Width
k=0 Jitter

where N(t) is the white Gaussian noise.

However, ignoring media noise is too simplistic as it i
dominating source of noise in high recording densities. b. Media noise contributors
practical models, media noise is reduced to position jitte
In this model, the position of a pulse varies according to
jitter parameterA which is random variable with GaussiarFig. 4. Detailed model of the readback channel
distribution, i.e.A ~ N(0,07%).

Therefore, a more accurate version for channel output is
given by equation (10).

Position i
. k
Jitter

in equations (12c) and (12d). These two noises depend on

y(t) = Z xph(t — kTs + A) + N(t) (10) two zero mean Gaussian random variablgsand wy, which
k=0 determine the variance of position and width jitter.
Using Taylor expansion, we can simplify equation (10) into =5 5 Do
S S7T J’_ S
(11). . \/ ;W tanh(= )( D./2? i 2 (12a)
y(t) = wp(h(t — kT.) + Aw) +N(t) (11) B,D?
par = (12b)
An accurate model of the channel that accounts for both °
electrical and media noises is shown in figure 4. J_ —2kE,D; (12¢)
In this figure, « is the stored bitz is the output of the b(D? 4 k2)?
transition detector ang is the channel output bit. Transition w —ED*(D?-k?)
response is given by; in equation (12b). The indek here hiy = (D2 + k2)2 (12d)

denotes the effects of the transition response orkth@utput w
bit after the transition. This is a direct result of the convolution
in equation (3). For instance, if a transition occurs in tie

ere

position of the stored sequenag,the output sequence would N, = FE,10~SNRdB/10
bey, = z;hi,i <k =0< N —i, whereN is the length of No = (1-a)N,
the sequence. M aN
Electrical noise is taken care of i), which passes through *
a shaping functionh?, as shown in equation (12a). Position M; (1=NM
jitter and width jitter are considered as well and are given M, = MM



. Data  Code Data  Code Data  Code Data  Code
Command line syntax

Parameter Symbol N A word  word word  word word  word word  word
and available options 0000 10000 0100 00100 1000 01000 1100 01100
Sequence length N f N 0001 00001 0101 00101 1001 01001 1101 01101
Number of iterations R o R 0010 00010 0110 00110 1010 01010 1110 10100
0011 10001 0111 10110 1011 10010 1111 10101
Channel type - -t PR4/EPR4/EEPR4
Modulation type - -r 4.5/6.7/16_17
R?Cordmg d?nmy i Dy -d D Fig. 6. Mapping between data and code words for the 4/5 code [2].
Signal to Noise Ratio (SNR) SNRyz -s SNRgp
Percentage of media noise a -a a,0<a<1
Percentage of width jitter A -1 1,021

dB form, the percentage of noise due to media noiseand
the fraction of media noise due to width jittex,

After determination of the parameters, the simulator starts
by generating a random binary sequence according to the

Fig. 5. Input parameters of the simulator

o, = \/m uniform distribution. The generated random bits are then

modulated using modulation codes. We have implemented
9 = M;/(4Ey) three types of modulation codes with rates 4/5, 6/7 [2] and
Ow = M., /(4E;) 16/17 [18].

The code with rate 4/5 is an MTR(2,6) code, i.e. it limits the

In the above equation is recording densityw determines i .
q s 9 Wy number of consecutive 1's to two and the maximum number

the fraction of noise power due to media noise. The contri; . ; . .
. . . . L 8f consecutive 0’s to six. Note that these constraints are also
bution percentage of width jitter in total noise is governe

. . L idered f ighbori d ds. In oth d t
by the factor)\. E; is the transition power which is usuallyCOnSI ered for neighboring codewords. n other words, no

. . e nly three consecutive ones are avoided in a single codeword,
normalized to one. The variance of AWGN, position jitter an y . . . . 9
i . ut also it can not occur in neighboring codewords. For
width jitter are shown byr,,, o; ando,,, respectively.

instance, the pattern01011;10001” is not acceptable. Table
6 shows the mapping between input sequence and relative

In this secti discuss the simulator i details, Thaoeword 2]
n I? section, we IS.CUSS e'S|muao.r|n more detalls. 1€, "o ddition to codewords shown in table 6, there might
block diagram of the simulator is essentially the same as tge : : . : .
€ two minute adjustments needed during the implementation

one shown in figures 1 and 2. There is a slight variation from . . . .
since we may end up having more than six consecutive zeros if

this figure in the reader file as we have merged the equah%/% do the coding according to table 6. For instance, if we have

:ZtgcttZZIIM :iﬁiit?g t';/;cr’]rsefz\:;r’l\llr;etzh?ntvc\)mlileézplig’rrgzcordethe input sequence "0000;0001" the output sequence would
y ) e "10000;00001", which has eight consecutive ones. In order

The input parameters of the simulator are shown in tabtg resolve this issue, whenever the last bit of the previous

5. As shown in the table, the simulator gets the length of the . .
codeword is zero and we have one of the two input sequences

sequence which is going to be simulated. Moreover, it CE;18001" or "0010", we replace the first two bits of the relative

be told the number of times it has to repeat the S'mUIatloggdeword with "1” instead of "0". In other words, we will

for the given sequence length via the "number of iteration%ave "11001” and "11010” in the output instead of "00001”

parameter. For example, one can specify the input length 10, e . . .
. . L . and "00010” if the last bit of the previous codeword is zero
be 10° and the iteration number to b&. This is almostlike b

to perform the simulation for a sequence with lenggi 2 [2]. It is easy to verify that after having this small adjustment,
. all the required constraints are met.

In addition to the length and the number of iterations, . .
. . The 6/7 code is anMTR(2,8) code, i.e. the number of
the user can specify the type of channel going to be used

from the three available options, i.e. PR4, EPR4 and EEPF&?nsecutive ones and zeros are limited to 2 and 8, respectively.
T ' . Table 7 indicates the mapping between data and code words
Furthermore, the type of modulation code can be determin

as well. We have implemented three standard modulatlgbnr the "6/7" code. . Lo
codes, namely, codes with ratég5, 6/7 and 16/17. Note Please note that S|m|lar: to the 4|/|5 gode,fscilrne small
that since these are block codes, the length of the inp"i‘HJl"StmemS are needed here as well. First of all, we may

sequence must be divisible by the length of the data Wo?Hcount.er cases ‘_)f having three COﬁsecutlve ones if we do
in the modulation code. the coding according to table 7. For instance, we may have

Channel parameters can also be specified for the simulafdr.'om;llo""" or "....101;110..." In such cases, we simply

These parameters include the recording dengity, SN'R in replace the former sequence by "....011;010...."” and the latter

V. IMPLEMENTATION DETAILS

2There is a slight difference between these two situations since the3This table is slightly different from the one presented in [2] as parts of
simulation restarts at the beginning of each iteration. However, for largiee third and fourth columns in table Il of [2] are the same and redundant
lengths, these situations are almost the same for practical purposes. due to a typo. The necessary corrections are made here though.
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word word word word word word word word o |w2e| 8% |84 |68 23|80 |t | 87 3221 A9 |AA | AB | 323 AD T AF | AF
000000 0001000 010000 0101000 100000 1001000 110000 1101000 o7 |29 9 [ca |c8las | co | ce | cF 329| €9 | EA | £8 | 245 | £D | €€ | &7
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001111 0011010 011111 0110010 101111 1011010 111111 0110101 oc | M4E| /o1 | 1D2] 03] 1€6| /05| 106] /D7 JHE| /09| /DA| /DB|3Ee| 10D| /DE | 7OF |
OF | 147 ] k7| IFe) iF3| €7 IF5| 1Rl IF7) FF| IF9| JFA| IFB|3E7| IED| IEE | JFE

/0 222 | 289|264 | 288| 223|280 | 28¢ | 28F 226 | 249|244 | 248 227 | 24D | 24€ [ 24F

77 | 769|259 |2cd |2ca| /25 |2cD | zeE |2eF [ 3e9 [2£77 |264 | 268 | 325 | 260 |26E |2eF

Fig. 7. Mapping between data and code words for the 6/7 code [2]. /2 | /6413891384 | 388 | /2¢ | 380 | 35€ | 38F 364 | 3A9 | 34A| 348 | 326 |3AD| 34E | 34F
/3 | 1681309304 |3C8| 127 |3C0 | 3C£ | 3CF 368 | 369 [3EA |3£8 | 327 |3ED|3EE |3EF

/4 | 232|291 292 | 293|233 | 295|296 | 297 236|299 294|298 237|290 | 29€ | 29F

/5 | 60| 2817 |282)| 283| 765 | 285 | 286|287 36D | 289|284)| 288| 365|280 28E | 28F

76 | /6| 201 | 202 | 203| 166 | 205|206 | 207 | 36E | 209|204 | 208 | 366 | 20D|2DE | 20F

/7 | /6F| 2F/ | 2F2| 2R3 | 167 | 275 | 2Fé | 2F 7 36F | 279 | 2FA | 258 | 367 |2FD|2FE |2FF

one with ”....011;001....” [2]*. This adjustment makes sure| 78|27 |32 33| 263|3:5 [3/&|317 266|319 | 31A | 318 | 267 | 3/D| 37E |FIF
- . /9 224|331 | 332 | 333| 28| 335 | 336 | 337 zz€ | 339 | 34| 338 | 22F | 33D | 33 | 33F

that the number of transitions is less than or equal to tWo. [74 27435/ | 352 | 253|236 355 | 356 | 257|296 | 359 | | 258 | 2F | 350 | BE | 55
; P /8 | 24437/ | 372 | 373] 248| 375|376 | 377 24E | 379 | 374 | 378 | 2dF | 37D | 37 | 37F |

Another necessary adjustment is for the cases wWhere [JaTzz]507752] 393|273 795|396 |.397| | 276|355 | 394|598 277 | 790 59 | FoF

" ” i /0| 254|387 | 382 | 383|255 | 385 | 356 | 357 &3E | 389 384|388 | 25F | 38D | 36€ | 38F
have "....000,000....". In these cases, the last two bits of t | st o sos sl 355 222 309|704 | 308 | 27| 30D | 36 | 307
previous codeword are replaced with ones, i.e. we will hal/Z12241 3/ | 32| 353|275 | 345\3F6 | 57| |Z7€\3F9|3FA|IFE129F |IFD\IFE | HF

"....011,000....". Having performed this operation, we ensure
that the number of consecutive zeros is limited to 8 whiahg. 8. Mapping between data and code words for the 16/17 code [18].
happens in "1000000,001...." and "....100,0000001" [2].

The third implemented modulation code is an MTR(6,6)
code with rate 16/17 [18]. In this code, the coding is performed
over the first nine bits of the data words. The resulted ten codgtgucture of the Viterbi decoder and the number of states
bits are then mixed with the last seven bits of the data wod#pend on the channel type. For PR4, EPR4 and EEPR4
to obtain a 17-bit codeword. Table 8 illustrates the mappirgpannels, we have four, eight and sixteen states, respectively.
between the first nine bits of the data word and the relative Finally, the equalized and denoised sequence is demodulated
codewords. Values in the table are shown in hexadecimalget an estimate of what has been transmitted. If the received
format for convenience. bit is different from the one transmitted, i@, # u; then an

All three modulation codes have been implemented basedor has been occurred. These erroneous bits are summed and
on Look Up Tables (LUTs) and boolean expressions. Usinged to calculate the bit error rate of the system. The BER is
LUTs makes the simulator faster compared to using thieturned by the simulator as the output.
boolean expressions. However, since the output of the ML
detector is not necessarily a valid codeword, demodulating Complexity Analysis

such sequences is not possible if we use LUTSs as the receiveﬁj_ _ . .
. . The time taken by the modulation encoders and decoders is
codeword does not match any of the entries. Therefore, in

deriving the results shown in the next section, we have US%?sennaIIy linear in the input lengthy. o |§the complexnyZ of
) . the pre-coder. The channel part of the simulator takéed’=)
boolean expressions both in modulator and demodulator.

After performing the modulation. the modulated se uenceaI\mount of time because of the convolution operation. The
P g ' d iterbi algorithm in the ML detector i©(22"N), wheren

itt he ch I wh [ lectrical noj :
transmitted over the channel where media and electrica NOISE & number of states in the model (4 for PR4, 8 for EPR4

are added. The specifications of different noise types are deaerq- 16 for EEPRA).

mined according to input parameters and the aforementione . .
lease note that we have ignored the complexity of error

equations. correcting encoder and decoder as the main focus of this report
The output of the readback channel is then equalized andr : . . .
. ~_]s on the implementation of the magnetic recording channel.
denoised by the ML detector. We have used the Viterbi . . X
. : . . We can enhance the simulator and its speed by applying
algorithm to implement the maximum likelihood detector. Th{e e . e :
wo modifications. The first modification should be made in

4By verifying these two replacement with the reference [2] one noticé?e Char.mel k.)|OC|( where we have |mplemented. a dlscrgte
that in that paper, authors have replaced "....001;110....” with "....011;001.convolution. Since the channel response is a decaying function,
and "...101;,110...” with "....011,010...", which is the reverse of what wafter g number of time slots its magnitude becomes negligible

have presented here. However, according the logical expressions in the sam(a . . . Th f b . h
paper, this way of replacement is not correct and the correct form is the 4igd we can ignore It In practice. ere _Ore’ y assuming _t e
we mentioned above. channel response to be zero after a (fixed) number of time



slots, we can implement the convolution (W N) instead of [3]
O(N?), which makes the simulator much faster. However, this

improvement is accomplished at the expense of less accuragy

in the channel model.

J. P. Caroselli, "Modeling, analysis, and mitigation of medium noise
in thin film magnetic recording channels,” PhD thesis, University of
California at San Diego, 1998.

R. D. Cideciyan, E. Eleftheriou, T. Mittelholzer, "Perpendicular and
longitudinal recording: a signal processing and coding perspective,”

Further improvements in speed and space can be achieved 'EEE Transactions on Magnetics, Vol. 38, pp. 1698-1704, 2002

by modifying the structure of the Viterbi decoder. In its Bl

standard format, we have to fill all the elements df"ax N
matrix and then trace back to deduce the most likely trand®!
mitted sequence. However, due to spacial characteristics gf
modulation codes, it is not necessary to wait until the end
of the filling procedure to calculate the most likely sequence
of N bits. After a number of steps, we can decide the firs{
m bits of the estimated sequence as all the alternative paths
vanish after a certain number of steps. Therefore, instead f
filling a 2" x N matrix, we need to find the elements of a
2™ x f(m) matrix. Here,f(m) is a function ofm and depends [10]
on the type of modulation code we use. Having made these two
modifications, we can reduce the running time of the simulat%rl]
from O(N?) to O(N).

[12]

VI. CONCLUSION AND FUTURE WORKS

In this report we have described the details of a simulator f[)lrs]
the magnetic recording systems. The simulator is designed for
a wide variety of channels including PR4, EPR4 and EEPR[zb1
It can also handle different types of modulation codes such as]
the standard MTR(2,6) [2], MTR(2,8) [2] and MTR(6,6) [18]
codes with rates 4/5, 6/7 and 16/17 respectively.

Furthermore, the simulator is designed to be flexible in thes
way that each block is designed and implemented separately.
Therefore, in order to have a different setting or modét]
compared to the one mentioned in this report, one needs to
modify the corresponding block or replace it with anothgnsg]
model. Having different settings is possible as well just b[¥9]
adding or removing blocks.

In its current format, the model mentioned in the channel
model used in our simulator needs some adjustments (481

[15]

G. Forney, "Maximum-likelihood sequence estimation of digital se-
quences in the presence of intersymbol interference,” IEEE Transaction
of Information Theory, Vol. 18,No. 3, pp. 363- 378, 1972.

A. S. Hoagland, "Digital magnetic recording”, John Wiley and Sons.
Inc., New York, 1963.

L. Inkyu, T. Yamauchi, J. M. Cioffi, "Performance comparison of
receivers in a simple partial erasure model,” IEEE Transactions on
Magnetics, Vol. 30, pp. 1465-1469, 1994.

E. Kretzmer, "Generalization of a techinque for binary data communi-
cation,” IEEE Transactions on Communication Technology, Vol. 14, pp.
67-68, 1966.

H. Kobayashi, D. T. Tang, "Application of Partial response channel
coding to magnetic recording systems” IBM J. Res. And Dev., \Vol.
15, July 1970.

A. Lender, "Correlative Digital Communication Techniques,” |IEEE
Trans. Comm. Tech., Vol. 12, No. 4, pp. 128-135, 1964.

S. Nair, H. Shafiee, and J. Moon, "Modeling and simulation of advanced
read channels,” IEEE Transactions on Magnetics, Vol. 29, pp. 4056-
4058, 1993.

T. Oenning, J. Moon, "Modeling the lorentzian magnetic recording
channel with transition noise”, IEEE Transactions on Magnetics, \Vol.
37, No. 1, pp. 583-591, 2001.

Y. Okamoto, H. Osawa, H. Saito, H. Muraoka, and Y. Nakamura,
"Performance of PRML systems in perpendicular magnetic recording
channel with jitter-like noise,” Journal of Magnetism and Magnetic
Materials, vol. 235, pp. 259-264, 2001.

R. Price, J. Craig, H. Melbye, A. Perahia, "An experimental, multi-level
high density disk recording system,” IEEE Transaction on Magnetics,
Vol. 14, No. 5, pp. 315-317, 1978

P. H. Siege, J. K. Wolf, Modulation coding for information storage,
IEEE Commun. Mag., vol. 29, no. 12, pp. 68-86, Dec. 1991.

A. Taratorin, Characterization of magnetic recording system: A practical
approach, Guzik Technical Enterprise, San Jose, CA, 1995

H. K. Thapar, A. M. Pate, "A Class of Partial Response Systems for
Increasing Storage Density in Magnetic Recording”, IEEE Transactions
On Magnetics, Vol. 23, Ni. 5, 1987.

K. P. Tsang, "Method and apparatus for implementing run length limited
codes in partial response channels”, U.S. patent 5,537,112, July ,1996.
R. W. Wood, D. A. Peterson, "Viterbi Detection of Class IV Partial
Response on a Magnetic Recording Channel,” IEEE Transaction on
Communications, Vol. 34, No. 5, pp. 454-461, 1986.

T. Yamauchi, J. M. Cioffi, "A nonlinear model for thin film disk
recording systems,” IEEE Transactions on Magnetics, vol. 29, pp. 3993-

achieve its best performance. Because the model we used was 3995 1993,

due to Oenning and Moon [12] and they have pursued a diff¢z1]
ent approach than the one we followed in our implementation.

Therefore, in order to adapt the model to our simulator, SOMmL
adjustments are necessary either in the channel model or in
the maximum likelihood detector.
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